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Background: Polynomial or Convolutive Mixing

▶ Lets assume a MIMO system of L−sources and M−sensors

H[n]
...

...

+

+

y1[n]

yM [n]

s1[n]

sL[n]

v1[n]

vM [n]
...

where vi refers to additive noise.
Elements of H[n] are time-sequences i.e. FIR filters.
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Background: Polynomial Singular Value Decomposition

▶ Z-transform of H[n] i.e. H(z) will be a polynomial matrix. An example polynomial
matrix can be

H(z) =

[
1 + z−1 −1 + z−1

−1 + 2z−1 2− z−1 + z−2

]
▶ To decouple or perform pre-coding or equalisation of such MIMO systems, SVD of

H(z), defined as

H(z) = U(z)Σ(z)V P(z)

where Σ(z) is a diagonal matrix containing singular values, and U(z), V (z) are
paraunitary matrices, can be useful for precoding and equalisation.
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Background: Polynomial Singular Value Decomposition

Precoding and equalisation can be carried out as

H[n]...

y
′

1
[n]

y
′

M
[n]

s1[n]

sL[n]

...
V[n] ...

Precoder

... U
H[−n]

Equaliser

because

y′(z) = UP(z)U(z)Σ(z)V P(z)V (z)s(z) = Σ(z)s(z)

Paraunitarity of U(z) and V (z) means two things:

▶ transmit power remains same.
▶ noise power is not amplified.
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Background: Polynomial Matrix PSVD Example

Singular values of

H(z) =

1−j
2 z + 3 + 1+j

2 z−1 1+j
2 z2 + 1−j

2
1−j
2 z−2 + 1+j

2
1−j
2 z + 3 + 1+j

2 z−1

0 0

 ∈ C3×2

evaluated on unit circle
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PSVD Algorithms

▶ 2-Polynomial eigenvalue decomposition (PEVDs): PSVD can be computed with help
of two PEVDs, but it is computationally expensive and produces complex singular
values. [1]

▶ Multiple iterations of polynomial QR decomposition (PQRD) has also been used but
it is also expensive. [2]

▶ Generalized sequential second order best rotation (GSBR2) [3], a dedicated PSVD
algorithm, utilizing Kogbetliantz transformation combined with SBR approach.
Multiple shift or similar strategies cannot be applied and therefore, is slow in
convergence. It produces complex singular values as opposed to convention.
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Research Intent

Polynomial power method, an extension of the power method, from Hermitian to
para-Hermitian matrices can be extended to general polynomial matrices for the dominant
singular value and its vectors extraction. [4]

Similar to deflation approach combined with the polynomial power method for low-rank
PEVD, deflation can be combined with generalized polynomial power method for
computing low-rank PSVD.
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Motivation

Consider two case
1 Single dominant singular value

2 multiple dominant sources
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Motivation

▶ Multiple, but comparatively fewer dominant singular values compared to the
dimension of H(z)
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Power Method: Dominant Eigenpair Extraction

A sequence of vector generated as x(k) = Ax(k−1), k = 1, 2, . . . eventually converges to

the dominant eigenvector. For example for A =

[
2 3
3 −1

]
which has

q1 = [−0.8507,−0.5257]T, λ1 = 3.8541, with x(0) = [0, 0.4]T, we have
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Polynomial Power Method

▶ Similar sequence of polynomial vectors is generated

x(k)(z) = R(z)x(k−1)(z), k = 1, 2, ...

where R(z) is a para-Hermitian matrix.

▶ Post-iteration, x(k)(z) is normalized to unit-norm on each frequency on unit-circle, i.e.

||x(k−1)
norm (ejΩ)||2 = 1 ∀ Ω

▶ Algorithm is stopped once the Hermitian angle α(Ω), defined as

α(Ω) = ∠{x(k)
norm(e

jΩ),x(k−1)
norm (ejΩ)} = acos

(
|x(k),H

norm(ejΩ)x
(k−1)
norm (ejΩ)|

∥x(k)
norm(ejΩ)∥2 · ∥x(k−1)

norm (ejΩ)∥2

)

is negligibly small at each Ω.
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Polynomial Power Method: Dominant Eigenpair Extraction

Consider a para-Hermitian polynomial matrix R ∈ C2×2

R(z) =
1

2

[
(1− j)z + 7 + (1 + j)z−1 (1 + j)z2 + 3z + 1− j

(1 + j) + 3z−1 + (1− j)z−2 (1− j)z + 7 + (1− j)z

]
with spectrally majorised eigenvalues as shown

with q1,2(z) = 1/
√
2[1,±z−1]T.
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Polynomial Power Method: Dominant Eigenpair Extraction

Similar to ordinary power method, with x(0)(z) = [1, 0]T, the normalized product vector

x
(k)
norm(z) at z = ejπ is shown to converge to q1(e

jπ) = 1/
√
(2)[1,−1]T

0
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Polynomial Power Method: Dominant Eigenpair Extraction
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Polynomial Power Method: Dominant Eigenpair Extraction
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Polynomial Power Method: Dominant Eigenpair Extraction

Similar to ordinary power method, with x(0)(z) = [1, 0]T, the normalized product vector
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Polynomial Power Method: Combined with Deflation

PPM method combined with deflation performance on R(z) = H(z)HP(z) where
H(z) ∈ 6× 2 versus SBR2[5] and SMD [6]

propo SBR2 SMD
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Box plot illustration ensem-
ble results: (a) reconstruc-
tion error, (b) order of de-
composition (c) execution
time.
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Power Method For Ordinary Non-Hermitian Matrices

▶ Lets assume a non-Hermitian matrix A ∈ CM×N ,M ≥ N with singular values
|σi| > |σi+1|, i = 1, . . . , (N − 1).

▶ Power method can be applied to AHA, which is Hermitian matrices, to estimate its
dominant eigenvector which will be the dominant right-singular vector.

▶ There are two ways to determine the singular value and the left-singular vector as:
1 singular value and the left-singular vector is obtained as σ̂1 = ||Av̂1||2 and

û1 = Av̂1/σ̂1.
2 apply power iteration to AAH to obtain û1 and obtain σ̂1 = ûH

1 Av̂1.

▶ Second method produces singular vectors which are not phase coupled with makes the
singular value complex.
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Generalized Polynomial Power Method

▶ PPM can be applied to AP(z)A(z) to estimate v̂1(z)

▶ Singular value can be estimated through a DFT domain method
σ̂1(e

jΩ) = ||A(ejΩ)v̂1(e
jΩ)||2

▶ Singular value is estimated at sufficiently large DFT size at which the time-domain
aliasing is minimum

ζσ̂ =
∑
τ

|σ̂(K)
1 [τ ]− σ̂

(K/2)
1 [τ ]|2

|σ̂(K)
1 [τ ]|2

where σ̂
(K)
1 [τ ] is obtained via K − IDFT (1)

▶ Left-singular vector is obtained via DFT domain method
û1(e

jΩ) = Â(ejΩ)v̂1(e
jΩ)/σ̂1(e

jΩ) at DFT size at which

ξu =
∑
τ

|ûH
1 [−τ ] ∗ û1[τ ]− δ[τ ]|22, τ ∈ Z (2)

is minimum.
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Simulation: Numerical Example

Polynomial matrix with ground-truth σ1(z) = z/2 + 4 + z−1/2, σ2(z) = z/4 + 1 + z−1/4

Generalized polynomial
power method versus gen-
eralised SBR2 performance
on an example polynomial
matrix: illustrating the
time-domain coefficients
for the estimated dominant
singular value.
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Simulation: Ensemble Setting

Proposed method is compared with GSBR2 over an ensemble of 500 randomized
polynomial matrices A(z) ∈ C3×2 where the dominant singular value spectrally majorises
the second. Following performance metrics are selected:

▶ order of resulting decomposition elements Û(z), V̂ (z), Σ̂(z).

▶ average execution time.

▶ accuracy of the estimated singular value ξσ =
∑

τ |σ1[τ ]−σ̂1[τ ]|2∑
τ |σ1[τ ]|2
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Simulation: Ensemble Results
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Conclusion

▶ Polynomial power method is extended to general polynomial matrices for dominant
singular value and singular vectors extraction.

▶ The proposed extension assumes the polynomial matrix to be positive semi-definite
and spectrally majorised.

▶ Unlike already developed PSVD algorithms, GPPM provides real singular values on
the unit circle.

▶ Deflation approach can similarly be applied for computing reduced-rank PSVD.
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