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Abstarct Simulations ans Results

Detecting objects such as drones is a challenging task. Their relatively small size and
maneuvering capabilities specially in complex environments can deceive machine
learning models and cause them to mis detect the drones. In this work, we investigate
proposing a lower complexity deep learning model and compare it with several similar
techniques based on real data sets (benchmarks of flying drones). A Deep learning
paradigm is proposed for the purpose of mitigating the complexity of those systems.
The proposed paradigm consists of a hybrid between the AdderNet deep learning
paradigm and the SSD paradigm. The goal was to minimize multiplication operation
numbers within convolutional layers and, hence, reduce complexity. Some standard -
machine learning techniques such as SVM and RF are also tested and compared to (a) Sample Result 1: RGB
other deep learning systems. The data sets used for training and validation were either
complete or filtered in order to remove the images with small objects. The types of data : :
were either RGB or IR data. Comparisons were made between all these types and a B s =04

conclusions are presented. :
Objectives

This study aims to investigate the use of deep learning/machine learning techniques for
the task of airborne object detection. The objectives of this study also include examining
traditional machine learning techniques such as SVM and RF to highlight the trade-offs
between computational complexity and accuracy for real-time drone detection. To achieve
lower complexity in deep learning, the convolutional filters in SSD were replaced with
AdderNet filters. The pros and cons of the modified SSD were investigated. Different
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(b) Sample Result 2: IR

methods were compared the proposed SSD/AdderNet based on benchmarks and results : _ : i
were presented. TABLE IlI: Inference Time (seconds/image)
Dataset Model Inference Time
Data sets (Second/Image)
Drone-Vs-Bird | Faster-RCNN 0.0493
: $SD 0.0297
Below is description for the training data sets used in training and validation : YOLOV3 0.0240
- DETR 0.0521
. : SSD/AdderNet | 0,028
TABLE I: Number of Samples in Drone-Vs-Bird : U Faster RONN 00150
Object Size | Training Samples | Validation Samples : 55D -
Small 63295 3578 a YOLOv3 0.0253
Medium 21124 1104 : DETR 0.0483
Large 2413 63 : SSO/AdderNet | 00275
Background | 13034 444 : Anti-UAV-RGB | Faster-RCNN 0.0481
Total 90866 5189 : 5D 0.0293
: YOLOV3 0.0242
TABLE II: Number of Samples in Anti-UAV DET;{ 0.0524
: SSD/AdderNet -
Object Size Training Samples Validation Samples
Small 58362 2373 - _
Medium TR0 a0 - Comparisom of Results RGEB
Large 94 0
T o : om0
Total 08676 5240 : =

0. 390
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_ _ S - The work summarizes efforts to propose a new deep learning paradigm of the one-
» By implementing the proposed SSD + AdderNet, the number of multiplications - stage detector with much less complexity in the filtering layers. The reduced
has been reduced by 367.7785 M complexity is based on minimizing the number of multiplications in the convolutional

layer in an SSD-AdderNet architecture. The training/testing data was extracted from
real videos with moderate resolution and a mixture of small/medium/large objects

TABLE V: Number of Multlpllcatmns : (drones) sizes. The goal was to detect the presence of a drone in the image. Despite
— — — : the low precision achieved by our proposed SSD-AdderNet when trained/tested on
ony ony ony = . . . .

N A —] Number o e~ 6 : RGB Images compared to other well-known techniques, the reduction in the
Size of filter : 3x3 Size of filter : 3x3 : complexity was remarkable. However, the performance of the SSD-AdderNet

Block 1 | Padding : same Padding : same ) : outperformed other models when trained/tested on IR images. The proposed method
el i et s : is recommended to be used for large-to-medium-sized objects when dealing with RGB
hl;f,,uﬁpncaﬁm: 86.704 M M“E]ﬁpﬁm‘im: 86704 M images where the results are _acceptable. Fl_thhermore, the SSD-A_dd_erNet s_howed
Number of fillers : 128 Number of filters : 128 : good performance when dealing with small images on IR data . This is considered to
lﬁﬁd’f’f filler : 3x3 ﬁﬁl?rﬁ"ﬂf P33 5 be promising. The users now have the privilege to switch between high precision

Block 2 | ot T el : detectors such as the DETR or Faster R-CNN for small RGB objects or our less
Input size : 112x112x3 Input size : 112x112¢3 a complex and, hence, faster during inference, SSD-AdderNet for larger and higher
Multiplications = 44.35 M | Multiplications = 44.35 M : resolution RGB objects that usually require more computations and time.
Number of fillers: 250 Number of filters 236 Number of filters: 236 : SSD/AdderNet is more appropriate for applications that require faster response and
Size of filter : 3x3 Size of filter : 3x3 Size of filter : 3x3 - horter decision ti
Padding : same Padding : same Padding : same - shorter decision time.

Block 31 Sirige - 1 Stride : 1 Stride : 1 :
Input size : S6x36x3 Input size : 56x56x3 Input size : S6x56x3 E References (selected)
Multiplications = 21.676 M | Multiplications = 21.676 M | Multiplications = 21.676 M : , :
Number of fillers : 512 | Number of flters : 512 | Number of filters : 512 5 1- H. Chen, Y. Wang, C. Xu, B. Shi, C. Xu, Q. Tian, C. Xu,
Size of filter : 3x3 Size of filter : 3x3 Size of filter : 3x3 - Addernet: Do we really need multiplications in deep

Block 4 | Fdding : same Padding : same Padding : same : learning?, in the Proceedings IEEE/CVF conference on

% | Stride : 1 Stride : 1 Stride : | : ter visi d patt tion. 2020
Input size : 28x28x3 Input size : 28x28x3 Input size : 28x28x3 : computer vision ana pattern recognition, » PP-
Multiplications = 10.838 M | Multiplications = 10.838 M | Multiplications = 10.838 M : 1468-1477.
Number of filters : 512 Number of filters : 512 Number of filters : 512
ls-":fdi{;f ﬁ'h::nfﬂ ﬁ;':d;r ﬁ't:‘m;m f?:;ij{::f ﬁ'gﬂ‘:ﬂ* : 2- W.Liu, D.Anguelov, D.Erhan, C.Szegedy, S.Reed,C.-Y.Fu,
s Block 5 | e E1 Siride gl Stride EI : A.C.Berg, Ssd: Single shot multibox detector, in:
] Input size : 14x14x3 Input size : 14x14x3 Input size : 14x14x3 : European conference on computer vision, Springer, 2016,

Multiplications = 27095 M | Multiplications = 2.7095 M | Multiplications = 2.7095 M ; pp.21-37.
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Fig. 3: Hybrid SSD Detection Learning Loss
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